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• CS Masters @ Bar Ilan 
(2011-2015, machine translation 
evaluation)

• CS Phd @ Bar Ilan (2016-2020, 
neural machine translation)

• Google (2018-present, multilingual 
machine translation, domain 
adaptation)

• Let’s collaborate (after the course)!
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• Feedback! 👍👎
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Course Objectives
• Understand and describe 

state-of-the-art models and 
algorithms for machine 
translation.

• Implement and apply such 
methods using real-world 
tasks.

• Evaluate and analyze the 
quality of machine translation 
systems.
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Logistics
• 3 Home assignments, individual submissions

• Will require using a deep learning framework (pytorch/
other)

• Grade: 50% assignments, 50% exam

• Visiting hours - after class, schedule in advance

• To succeed - attend, do the assignments, prepare for the 
exam

• My email: roee.aharoni@gmail.com

mailto:roee.aharoni@gmail.com
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Other things to note

• Advanced topics - attendance is important

• Diverse group - use it, ask questions, be 
patient

• First time in its current structure - give 
feedback!
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What is a good translation?

• Transitions from one 
language to another

• Preserves the meaning

• Fluent output (?)

• Preserves style (?)

• And many more… 
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Why is it hard?

“I sat on the bank” 1

”ראיתי איש קרח“ 2
”ספר עזר לרופא בהוצאת כתר“ 3

״פיתה עם לבנה״ 4
”תה חזק“ 5

“Out of sight, out of mind” - ”Invisible Idiot” 6
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• Complexity of Syntax - several ways to parse a sentence:

What causes ambiguity?

• More generally - lack of context
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How do we handle this?
• Understand Language/

Linguistics

• Syntax, Morphology, 
Typology…

• Probability/Statistics

• Machine Learning

• Neural Networks (“Deep 
Learning”)



Why is it important? 
A Crash Course in History











IBM’s statistical MT paper published in 
Computational Linguistics





2014

First papers on (working) neural  
machine translation



2016

Google Translate launches the world’s first 
neural machine translation system
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• Summarization

• Text style-transfer

• Paraphrasing

• Parsing

• Dialogue

• …
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MT framework

• N-gram 
language 
models

• Evaluation

• BLEU

• Human
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• IBM models

• The EM algorithm

• Phrase-based 
translation

• Decoding and 
beam-search
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Part III: Neural Machine Translation

• Introduction to neural networks

• Optimization

• Recurrent Neural Networks

• RNN language models

• Encoder-decoder models

• Attention (is all you need?)
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Making it Work

• Word Segmentation

• Semi-supervised training

• Respect the data!

• Mining for data

• Data selection

• Data cleaning

• Decoding tricks

BPE

english 
(real-mono)

german 
(machine)

german 
(real-parallel+machine)

english 
(real-parallel+real-mono)
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Advanced Topics

• Multilingual NMT

• Pretraining and Transfer 
Learning

• Unsupervised MT

• Speech Translation

• Integrating Linguistic 
Knowledge
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Relevant References
• Phillip Koehn’s SMT 

book (available in 
the library)

• Yoav Goldberg’s 
primer (free) and 
book

• Graham Neubig’s 
tutorial on sequence 
models

https://www.statmt.org/book/
https://u.cs.biu.ac.il/~yogo/nnlp.pdf
https://www.amazon.com/Language-Processing-Synthesis-Lectures-Technologies/dp/1627052984
https://arxiv.org/pdf/1703.01619.pdf
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Summary
• Machine translation is hard

• Machine translation is useful and important

• A lot has changed in the recent years…

• We have a lot to cover

• Your feedback is important

• Looking forward to this semester, stay safe!




